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Abstract

This paper presents an application of focus forecasting in a fast moving consumer goods (FMCG)
supply chain. Focus forecasting is tested in a real business case in a Serbian enterprise. The data used
in the simulation refers to the historical sales of two types of FMCG with several different products.
The data were collected and summarized across the whole distribution channel in the Serbian market
from January 2012 to December 2013. We applied several well-known time series forecasting
models using the focus forecasting approach, where for the future time period we used the method
which had the best performances in the past. The focus forecasting approach mixes different standard
forecasting methods on the data sets in order to find the one that was the most accurate during the
past period. The accuracy of forecasting methods is defined through different measures of errors. In
this paper we implemented the following forecasting models in Microsoft Excel: last period, all
average, moving average, exponential smoothing with constant and variable parameter o,
exponential smoothing with trend, exponential smoothing with trend and seasonality. The main
purpose was not to evaluate different forecasting methods but to show a practical application of the
focus forecasting approach in a real business case.

Keywords: focus forecasting, moving average, exponential smoothing, Holt's model, Winter’s model,
fast moving consumer goods (FMCG)

1. INTRODUCTION (Chen & Blue, 2010). Fildes et al. (2009)
stated that demand forecasting is the crucial

All issues of a supply chain planning aspect of a planning process in supply-chain
system start from demand forecasting which companies. Sales forecasting forms the basis
serves as the basis of every planning activity of all supply chain planning activities
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(Chopra & Meindl, 2007). The first step that
managers must take is to forecast what
customer demand will be. With adequate
anticipation of sales, managers can plan the
level of activities: production, capacity,
inventory, transportation, distribution.
Information on demand is one of the most
important parts in the whole supply chain
planning (Chen & Blue, 2010) and adequate
sales forecast can prevent a bullwhip effect
(Ramanathan & Muyldermans, 2010;
Oyatoye & Fabson, 2011). It can be
concluded that sale forecasting is: (1) an
activity of Supply Chain Management-SCM
(Warren Liao & Chang, 2010), (2) the main
planning problem in SCM (Zamarripa et al.,
2012) and (3) the key success factor of the
SCM (Thomassey, 2010). In this paper we
applied several time-series forecasting
methods through the focus forecasting
system. The idea was to point out the
importance of successful forecasting system
in supply chains and to indicate the need for
development of adequate forecasting system
with plenty of forecasting methods and
forecast accuracy indicators.

This paper is organized as follows:
Section 2 defines the term of forecasting and
presents a group of forecasting methods that
are based on time series. Section 3 presents
and defines focus forecasting approach with
measures of forecasting accuracy i.e. error,
which is important element of this concept.
Section 4 presents a case study on focus
forecasting applied on sales of two types of
FMCG; time-series forecasting methods are
used on real data from practice and
compared using different measures of
forecasting errors. Section 4 also presents
main results and discussion. Section 5
concludes the paper and discusses future
research.

2. FORECASTING METHODS

Forecasting is a process of building
assumptions and estimates about future
events that are generally unknown and
uncertain (Vujosevi¢, 1997). Forecasting is
the art and science of predicting future
events. It implies taking historical data and
projecting them into the future, using
mathematical models and methods or
intuition. Forecasts are used for many
purposes: marketing, sales,
finance/accounting, production/purchasing,
and logistics (Kerkkdnen et al. 2009).
Numerous factors are related to the sales
forecast (Chopra & Meindl, 2007): past
sales, product lead time, planned advertising
or marketing efforts, state of economy,

planned price discounts, competitors’
actions.
Generally, forecasting methods are

classified into two groups: quantitative
methods and qualitative methods (Chopra &
Meindl, 2007; Vujosevi¢, 1997; Heizer &
Render, 2011). Qualitative forecasting
methods are based on experts’ estimates and
judgements as well as their experience.

Quantitative forecasting methods use
historical  statistics and appropriate
mathematical models to make future

prediction. The most common categorisation
of quantitative methods draws a distinction
between projective and causal methods
(Vujosevi¢, 1997) i.e. time-series methods
and associative methods (Heizer & Render,
2011). Projective methods (time series
methods) try to find rules in the data, where
the forecast is a “picture” of history
projected in future. Causal (associative)
methods try to find and make causal
relationship between variables (VujoSevic,
1997).
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Time-series forecasting methods are
probably the most used techniques for
prediction of sales data within a supply chain
(Thomassey, 2010; Davydenko & Fildes,
2013). Time series is a collection of data that
describes the values of variables during the
observed period of time. Some of the
statistical techniques for forecasting based
on time series are (Vujosevi¢, 1997; Chopra
& Meindl, 2007; Heizer & Render, 2011):
last period estimation, arithmetic mean,
moving average, weighted moving average,
exponential smoothing, Holt’s model
(exponential smoothing with trends),
Winter’s model (exponential smoothing with
trend and seasonality), regression analysis.

We have presented here several most used
time-series forecasting methods, with the
following notations of variables and
constants:

D, - demand in period t;

F, - forecast for period t;

L, — level of forecast in period t;

o — smoothing parameter for forecast
demand level, 0<o<l1;

B — smoothing parameter for trend,
0<B<1;

y - smoothing parameter for seasonality,
0<y<l,

T, —exponential smoothed trend;

S, - exponential smoothed seasonality;

FIT, — exponential smoothing forecast
that includes trends in period t;

FITS, - exponential smoothing forecast
that includes trend and seasonality in period
[

m — number of observed periods w;

o1 — weighted coefficient, ®; > ®; ;, ®; >
0,m;<1;

E, — forecast error in period t;

A, — absolute forecast error in period t.

Sales forecasting methods:

Last period estimation is a simple
forecasting method (strategy) that assumes
that the demand in the next period will be
equal to the demand in the most recent past
period. This method is applied when the
variations in actual values of data are small,
from period to period:

F, =Dy, (1)

Arithmetical average is a method for
forecasting next period that is trying to make
average of all historical sales data.
Arithmetical average ignores trend and
seasonality patterns.

Ip,

F = i=1
. |

2)

Moving average is a forecasting method
that uses the average of several recent sales
data for the next period sales forecast. This
method follows trend patterns with a certain
time delay, but seasonal patterns cannot be
followed.

2in Dy
F = m 3)
If there is clear trend patterns, moving
average can be upgraded with weighted
coefficients. This method refers to weighted
moving average:

{1
F = 20D,

i=m

4)

Increasing the size of an observed period
in history, this method better stabilizes
fluctuations and becomes less sensitive to
real changes in the data. The trends always
remain in the shadow of its averageness.

Exponential smoothing is a widespread
forecasting time series method within supply
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chain models (Ferbar et al., 2009).
Exponential smoothing is a kind of weighted
moving average, where the weights are
assigned using exponential function —
forecast for the next period is equal to the
forecast from one period earlier corrected by
the weighted difference between a real
demand and forecast in an earlier period.

Fo=F_ +a«(D,_ -F_) or

Fl:a.Dt—]+(l_a).Fl—] (5)

The smoothing constant regulates the
influence of historical values (Wallstrom &
Segerstedt, 2010). A lower value of constant
o gives bigger significance to historical
values of data. Higher value of constant o
has an opposite effect. Recommended values
for oo constant, in literature, are between 0.1
and 0.3 (VujoSevi¢, 1997). A basic model of
exponential smoothing in long term forecasts
does not take trend patterns into account.
However, an exponential smoothing method
can be modified for forecasting time series
with a trend component.

Trend — corrected exponential
smoothing, Holt’s model, is a more
complex model of exponential smoothing
that calculates an exponential smoothing
forecast and then corrects it with a positive
or negative average value of a moving trend.

- Exponentially smoothed forecast of
sales level:

Ly=aeDy +(1-a)e (L +T) (6)

- Exponentially smoothed trend:

T, =B«(L,-L_)+(0-P)T,_ (7)

- Exponentially smoothed forecast that
includes trend:

FIT=L, +T, (8)

The forecast for the next period (FIT,)
represents a sum of exponential smoothing
forecast (L,) for the next period and a
calculated trend for the next period (T,).

When the value of B parameter is high,
forecasts are sensitive on recent changing in
trend. Conversely, when the value of
parameter 3 is low, a forecast is less sensitive
to a recent value and emphasis the past
historical values. The value of B can be
obtained testing different values and
measuring forecast error, with the help of
optimizing software such as Microsoft
Excel.

Trend and seasonality corrected
exponential smoothing, Winter’s model -
Seasonal variations are regular changes in
the time series, up or down, related to the
events that are repeated (e.g. summer or
winter season, holiday season). A seasonal
characteristic of variables can be identified
based on increased or decreased values of
demand in a certain period of year. For this
purpose the seasonal indexes that represent a
ratio between demands in certain periods and
the average demand for a whole series are
used.

Exponential smoothing method that
includes trend and seasonality is:

FITSt = (L( +T1)'SI (9)

- Exponentially smoothed forecast of
sales level:

D,
Ll:a.st]+(1—0L)-(Lt_|+T[_1) (10)
t-1
- Exponentially smoothed trend:
T =B(L,-L_D+1-P)-T (11)
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- Exponentially smoothed seasonality:

D,
Sl+m :Y'L;]"'(]_Y)'St—l

t-1

(12)

According to Thomassey (2010), these
above presented statistical time series
forecasting methods provide satisfactory
results in real-life applications. All
mentioned forecasting methods have
different accuracy and success in sales
forecasting. Chang and Lin (2010) stated: “it
is very important that business and
manufacturing enterprises build flexible and
robust supply chain forecasting systems that
allow them to reduce the negative impacts of
bullwhip effect”. Forecasting accuracy is a
critical element of supply chain
management, but, at the same time, it is the
area that continues to challenge most
companies (Vayvay et al., 2012).

3. FOCUS FORECASTING

According to Min & Yu (2008) focus
forecasting, is an expert system that
identifies a simple forecasting rule-of-thumb
method that worked best in the past, and uses
it to make a short-term prediction for future
events such as sales or customer demands.
Focus forecasting often includes three steps:
(1) simulate the past forecasts using a variety
of forecasting rules and methods; (2)
evaluate the performances of these
forecasting methods with respect to
forecasting errors; (3) select the forecasting
method that performed best and apply it in
the next period’s demand. After realising
sales in the next period, the sales data in the
database are refreshed and the same
procedure of focus forecasting is realized.
This system of forecasting can be applied

involving experts' opinions (Figure 1).
Focus forecasting allows application of
different forecasting time-series methods and
uses methods with the best accuracy, i.e.
minimum forecast error (Gardner et al.,
2001). Chopra and Meindl (2007) stated that
using multiple forecasting methods to create
a combined forecast is more effective than
using any method alone. Focus forecasting
can also be used for forecasting sales of

different products.
Historical .
data
v
Set of
forecasting
models

¥
Forecast models
simulation on data and
estimation of error

Comparisons
i . A 4 .
of forecasting Model and

models
| Experts |

Experts
input estimation
Forecast

) v
Data base update
- with sales
information

parameters
___selection

Sales realization

] v

Figure 1. The diagram of focus forecasting
concept, modified source (Vujosevi¢, 1997)

Sales and demand forecasting is never
100% accurate (Warren Liao & Chang, 2010;
Oyatoye & Fabson, 2010). The most
important part in a focus forecasting system
is how to measure forecast accuracy or its
success. Typically, it is measured with a
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forecast error. The literature provides several
different measures for forecast errors
(Vujosevi¢, 1997; Chopra & Meindl, 2007,
Kerkkdnen et al. 2009; Wallstrom &
Segerstedt, 2010; Heizer & Render, 2011). In
general, the forecast error is defined as a
difference between the forecast and actual
sales. Forecasts that are larger/smaller than
the actual sales are referred as over/under-
forecasts. According to Bratu-Simionescu
(2013), some of the most popular measures
of forecast accuracy are: Mean Absolute
Deviation (MAD), Average of absolute
deviation over all periods, Mean Absolute
Percentage Error (MAPE), Mean Squared
Error (MSE), Root Mean Square Error
(RMSE), Cumulative error, Average error or
Bias, Tracking Signal (TS). In production or
service industries sales forecasting errors
have significant impacts on total costs,

schedule  instability, lost capacity,
uneconomical use of capacity, excess
inventory, inventory  holding  cost,

obsolescence, reduced margin, lost “sales”
cost (Kerkkénen et al., 2009).

The forecast error in period t is the
difference between the actual demand in
period t and the forecast for period t:

E, =D -F (13)

Mean absolute deviation (MAD) is a
measure of total forecast errors for the
model:

ZLI‘D‘ B Ft‘ _ 2?:1 Ay

n n

MAD =

(14)

where F, is sales forecast in period t and D, is
sales in period t.

Mean Squared Error (MSE) is a better
measure of error than MAD, since squared
function gives bigger weights to a bigger

difference between real sales and forecasts.
Thus, one big difference that is in absolute
sum equal to several small differences is not
equal in square function. The MSE can be
related to the variance of the forecasting
error.

MSE =

2O -F)
n (15)

Root mean squared error (RMSE) can be
used instead of MSE:

RMSE = \jzl (D ~F)’*
n

MAD, MSE and RMSE express error
volume, but do not point out at error
direction, i.e. over-forecasting or under-
forecasting. For this purpose bias is used.
Bias is a sum of differences between real
sales and forecasts. Bias is also famous as a
cumulated forecast error (CFE) (Wallstrom
& Segerstedt, 2010). CFE divided with the
number of forecast periods gives average
bias.

(16)

Bias =

2., (D -F)
n (17)

Ideal forecasting methods have zero
values for MAD and bias. Positive bias
shows tendency of under-forecasts, while
negative bias shows tendency of over-
forecast (Vujosevi¢, 1997).

Mean Absolute Percentage Error (MAPE)
has advantage over MAD and MSE because
its value is not dependent of product’s
measurement units. MAPE is an average
absolute error, between forecasted values
and a real sales value, presented as a
percentage of demand.
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100+ ZealP =Fl 0, 2Bl

MAPE = Dy = Dy
n n

(18)

Tracking signal (TS) is the ratio between
the cumulated forecast error (CFE), i.e. bias,
and the mean absolute deviation (MAD).

152 2P F)
MAD (19)
Tracking signal shows whether to revise
parameters of forecasted model or not. It is a
simple method that checks whether the
forecast error is in the limits of tolerance, and
is usually between -3% and +3% or -8% and
+8%, according to VujoSevi¢ (1997).
Forecast errors that are within the limits of
tolerance are acceptable, but if they are out
of the limits, it is necessary to revise
parameters of forecasting models.

Another interesting indicator that can be
used for evaluation of several forecast
methods is the Percentage better indicator.
Percentage better is the percentage of time
periods in which a certain forecast method
performed Dbetter than another one
(Wallstrom & Segerstedt, 2010).

In the next section of the paper we applied
the most usable time-series forecasting
methods on a real forecasting problem in
business practice in Serbia.

4. CASE STUDY

Many industries such as Fast Moving
Consumer Goods (FMCQG) seeking more
accurate demand forecasting (Sayed et al.
2009). Focus on FMCG industry is not that
strong from academic researchers. The main
reasons are: characteristics of FMCG, poor

forecast accuracy, unspecialized forecasters,
unsuitable forecasting techniques, highly
dynamic markets with lots of data about
sales, short-term business activity planning,
marketing activities that push product in
sales (Chopra & Meindel, 2007). On the
other hand, successful demand forecasting
have crucial important to support supply
chain processes and distributor and retailer
inventory planning (Huang et al. 2014). It
directly affects the key performance
indicators in supply chain such as: stock
cover, out-of-stock, order-fill ratio, capacity
utilization, and inventory levels (Sayed et al.
2009).

In this section of paper, we present a real
case study from a company that produces
two types of FMCG - cereals for breakfast
and cereal bars for snack. FMCG are
products that are characterized by: quick
buying decisions of customers; short shelf
life because of high consumer demands and
rapid product deterioration; low cost
production and low profit per item, although
the profit of selling large quantities can be
large. All these characteristics point out the
importance and difficulties of adequate sales
forecasting. Yang and Burns (2003) stated
that a forecast and planning became very
complex because FMCG needs to be
available on customer requests and also there
is a high risk of stock out or overstocking.

The Company’s branch in Serbia that
collaborates with an exclusive distributor
uses the sales data from the distributor to
make a successful system of forecasting
sales, which on the other hand helps the
distributor to have better supply chain
management. The distributor collected the
product sales data from small and big retail
shops across the Serbian market from
January 2012 to December 2013. The key
problem consists of several questions and
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dilemmas: Which forecasting methods
should be used for sales forecasting? Do we
always have to use the same forecasting
methods that gave good results in earlier
periods? Do we have to use the same
forecasting methods for all different variants
of one product or not?

The idea was to use the focus forecasting
methodology for sales forecasting and better
management of distributor’s supply chain. In
this paper we considered sales data base of
six different products divided into two
categories: breakfast cereals (Product A to E)
with one product with different variants (B-
B;) and cereal bar snacks (Product F). Time

series forecasting methods we used in focus
forecasting were: a) Last period estimation;
b) Arithmetical average of all past periods; c)
Moving average for six, four, three and two
months; d) Weighted moving average -
weighted coefficient as a variable with
optimal value for error functions; e)
Exponential smoothing — with constant value
of coefficient o and optimal value for
coefficient o optimised on error function; f)
Trend corrected exponential smoothing
(Holt's model) — with constant value of
coefficients a and  and optimal value for
coefficients a and P optimised on error

function; g) Trend and seasonality corrected
exponential smoothing (Winter’s model) -
with constant value of coefficients a, 3 and y
and with optimal value for coefficients a, 8
and v.

Tables 1 to 6 present the results of focus
forecasting with different forecasting
methods. For evaluating results of
forecasting we used three measures of error:
Root Mean Squared Error (RMSE), Mean
Absolute Percentage error (MAPE) and
Tracking signal (TS). We omitted MSE,
MAD and Bias because they were very
similar to the previous ones, giving the same
results. For some forecasting methods we
used Microsoft Excel Solver for determining
optimal values of coefficients a, 3 and vy, for
minimum of RMSE and MAPE error
functions. It is important to notice that we
could also use a lot of different error
functions in optimization, but it was not the
subject of this paper. The simulation results
of focus forecasting are presented in Tables 1
to 6. Bold values in Tables 1-6 mark the best
values of forecasting error, i.e. the best
applied sales forecasting methods for the
specified criteria of forecasting error.

Table 1 presents the results of sales
forecasting of products A to F using the

Table 1. Sales forecasting error indicators for the following methods: last period estimation;
all average; moving average for six and four months

Last period Moving average Moving average

Frod. estimation Altaverage 6 months 4 months

RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS
A 27604 28.1% -0.6 28929 37% -7.6  2484.1 28% -4 24457 27.7% -2.8
B, 23974 374% -04 19559 283% -6.5 19465 27.7% -1.2 19124 30.9% -0.6
B, 390.2  28.1% -14 4575 449% -145 3579 273% -7.5 3525 263% -43
B; 4915 356% -1 4519 37.1% -12.1 3797 285% -58 3922 31.7% -3.9
By 4909 33.6% 0.1 477.7 392% -2.1 5049 39% 03  486.1 36.7% 0.5
Bs 13914 542% -1.2 13493 804% -10.8 12134 57% -55 12556 51.7% -3.5
B 31356 204% -1.1 34393 26.6% -11.4 30202 2031% -45 29632 182% -2.8
C 4359 32.6% -03 4297 347% -59 3774 278% -34 3624 269% -1.9
D 2703 37.9% -04 1893 28% 3.6 188.6 259% -0.5 2033 32.0% -0.3
E 4778 38.0% -0.8 442.1 40.1% -25 4192 36.4% -25 3927 34.1% -2
F 4074 37.1% 0.0 3039 258% 6.5 3141 292% 29 3241 352% 1.5
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following methods: last period estimation,
all average, moving average for six and four
months, analysed through three error
functions (RMSE, MAPE, TS).

Table 2 presents the results of sales
forecasting of products A to F using the
following methods: moving average for three
and two months, weighted moving average
for two months optimized on RMSE and
MAPE error function, analysed through
three error functions (RMSE, MAPE, TS).

Table 3 presents the results of sales
forecasting of products A to F using the

following methods: weighted moving
average for three and four months optimized
on RMSE and MAPE error function,
analysed through three error functions
(RMSE, MAPE, TYS).

Table 4 presents the results of sales
forecasting of products A to F using the
following methods: weighted moving
average for six months optimized on RMSE
and MAPE error function, exponential
smoothing with constant o and optimized
value of o on RMSE, analysed through three
error functions (RMSE, MAPE, TS).

Table 2. Sales forecasting error indicators for the following methods: moving average for
three and two months; weighted moving average for two months

Moving average Moving average W. Moving Average W. Moving Average

Frod. 3 months 2 months 2 opt RMSE 2 opt MAPE
RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS
A 24524 28.3% -2 2705.0 28.6% -1.1 2642.1 275% -09 26427 275% -0.9
B, 1968.5 27.6% -0.1 20869 29.8% -0.1 20869 29.8% -0.1 2087.1 29.8% -0.1
B, 336.4  25.4% -3 3435 26.2% -2 3434 263% -2 3449 262% -2.1
B; 3959 27.5% -3.2 4230 31.1% -2 423 31.0% -2 4341 30.7% -24
By 4894 37.7% 02 5157 38.0% 0.0 4856 339% 0.1 4909 33.6% 0.1
Bs 1214.6  54.8% -2.5 12409 524% -1.6 12393 52.1% -1.6 12509 51.1% -1.5
B 2798.1 18.4% -2 3016.7 182% -1.4 29685 183% -1.3 2980.7 182% -1.4
C 3524  23.6% -09 3679 257% -04 3675 252% -04 368.6 249% -04
D 209.7 29.8% -0.5 2275 31.5% -03  227.1 31.5% -03 2412 313% -0.2
E 3842 309% -1.5 4273 346% -09 4268 344% -09 428.1 34.1% -0.9
F 3293 324% 14 3626 352% 09 3625 352% 0.8 3842 352% 03
Table 3. Sales forecasting error indicators for the following methods: weighted moving

average for three and four months

Prod. W. Moving Average W. Moving Average W. Moving Average W. Moving Average
3 opt RMSE 3 opt MAPE 4 opt RMSE 4 opt MAPE
RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS
A 2358.2 28.1% -2 2586.6 26.6% -0.4 24024 28.1% -2 28114 24.7% 133
B, 19359 26.8% -0.8 19489 26.6% -0.8 1890.8 254% -0.8 1989.2 274% 8.2
B, 3305 25.1% -3.6  331.8 248% -3.1 3343 255% -3 3308 253% 97
B; 3946 274% -3.6 4154 26.8% -4 3903 27.7% -4 440.7 22.4% 15.0
B4 4359 32.7% 0.1 442 32.1% 0.04 4376 324% 03 5524 354% 93
Bs 12044 53.7% -2.3 12524 513% -14 12023 532% -1.9 1451.6 47.6% 158
B 27435 18.6% -2 3001.3 18% -1.9 27839 18.6% -1.6 3306.7 185% 8.5
C 339.9 232% -14 341 229% -1.3 3432 232% -1.9 3825 244% 92
D 2079 295% -0.6 2141 289% -0.7 1992 26.1% -0.6 2304 204% 18.2
E 378.0 31.1% -1.8 3941 309% -2.1 3757 314% -22 4512 254% 176
F 325.1 32.6% 1.4 327 323% 1.3 3208 31.5% 1.5 351.1 27.6% 139
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Table 4. Sales forecasting error indicators for the following methods: weighted moving
average for six months and exponential smoothing

Prod W. Moving Average W. Moving Average Exponential Exponential
) 6 opt RMSE 6 opt MAPE smoothing a = (.1 smoothing a,,, RMSE
RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS
A 2363.5 26.5% -3.2 24983 24.7% -0.3 29893 329% 5.1 2499.1 26.9% -I.1
B, 1809.2 25.2% -1 18259 249% -0.6 19132 252% 6 19121 25.4% 5
B, 3332 25.6% -2.5 3353 253% -29 3996 339% -54 3426 263% -2.6
B; 3683 26.7% -63 3742 25.6% -5.5 4160 322% -43 3936 28.7% -3.7
B4 440.7 33.2% 0.7 4517 31.7% 1 466.8 33.1% 19 4637 351% 0.2
Bs 1111.8 47.8% -2.7 1119 453% -1.2 12364 61.1% -42 11902 524% -3.1
B 2662.0 17.8% -0.6 2774 16.6% -1.4 31906 19.6% 0.8 28712 183% -14
C 339.6 23.1% -1.1 3434 22.8% -03 4520 329% 52 3696 255% -0.6
D 179.7 25% -1.5 186.6 23.8% -1 1923 244% 33 1919 23.5% 5
E 3753 32.5% -2 3874 30.8% -1 4737 39.1% 59 407.8 332% -0.9
F 3059 29.6% 29 3526 26.7% 4.6 3226 26.0% 122 3166 274% 7.6

Table 5. Sales forecasting error indicators for the following methods: exponential smoothing

and Holt’s model

Prod Exponential Holt’s model Holt’s model Holt’s model
* _smoothing o, MAPE (. B) =(0.1; 0.1) (Oopi- Pop) RMSE (0opi- Pop) MAPE

RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS RMSE MAPE TS
A 2538.5 26.4% -1 33129 404% -3.2 2499.1 269% -1.1 25385 26.4% -1
B, 1938.8 245% 99 19699 27.1% 03 1912.1 254% 5 1966.6 244% 112
B, 346.5 26.0% -2.1 4229 36.5% -72 3426 263% -2.6 4216 36% -1.7
B; 396.0 284% -3.2 4344 341% -68 393.6 287% -3.7 4264 309% 04
By 4909 33.6% 0.1 489.0 39.0% -1.7 463.7 35.1% 0.2 469.1 22.3% 122
Bs 12049 522% -22 12829 663% -6.1 11902 524% -3.1 12496 56.6% 0.2
B 29113 182% -1.3 34350 239% -42 28712 183% -1.4 3356.1 16.5% 13.7
C 3707 253% -0.6 503.6 39.7% -28 3696 255% -0.6 370.7 253% -0.6
D 199.2  21.5% 132 198.0 27.8% -l.1 191.9 23.5% 5 1992 21.5% 132
E 5922 36.7% 192 5162 473% -1.6 4078 33.2% -09 5922 36.7% 192
F 3393 24.6% 168 3126 287% 59 3115 295% 49 3393 24.6% 168

Table 5 presents the results of sales
forecasting of products A to F using the
following methods: exponential smoothing
with optimized value of a on MAPE, Holt’s
model with constant values of a, f and
optimized values of a, B for RMSE and
MAPE, analysed through three error
functions (RMSE, MAPE, TS).

Table 6 presents the results of sales
forecasting of products A to F using the
following methods: Winter’s model with
constant values of a, B, y and optimized
value of a, B, vy for RMSE and MAPE,
analysed through three error functions

(RMSE, MAPE, TS).

All these applied forecasting methods
gave different results in forecasting product
sales. As we see, there is not one forecasting
method that is common for forecasting sales
of every product. Furthermore, it is
interesting that the best forecasting methods
for summarized sales of variants of product
B (¥B) are not the same as forecasting
methods for every product B, to Bs
separately. Also, our analysis shows that
even for very similar products (B; to Bs)
different forecasting methods offer the best
forecasting accuracy.
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Table 6. Sales forecasting error indicators for the Winter s model

Winter’s model

Winter’s model

Winter’s model

13

o0 (g B.y) = (0.01: 0.01:0.9)  (dope Poe- Yoo RMSE (s Bope- Yop) MAPE
RMSE  MAPE TS RMSE MAPE TS RMSE MAPE TS
A 3018.5 32.5% 9.8 27604 28.1% -0.6 27604 28.1% -0.6
B, 2509.1  40.4% -6.2 23974 374% -04 23974 374% -04
B, 380.8 26% 3.7 379 257% 49 402,66 24.7% 135
B; 4789  33.3% 28 4745 32.1% 53 5329 294% 16.8
B4 4804  31.5% 4.7 473 305% 8.5 473 305% 83
Bs 1379.5  52.2% -0.04 13263 46.17% 53 1338.6 43.6% 8.4
B 47743  37.7% -17.8 3135.6 2043% -1.1 31356 204% -1.1
C 4278 31.4% 44 4259 31.26% 4.7 4711 29.1% 15.1
D 265 35.6% 45 2634 3517% 54 283 33.5% 14.6
E 469.5  36.8% 3.6 465.7 36.23% 4.8 4995 349% 133
F 399.8  34.7% 46 3944 3361% 73 3959 33.1% 9.7
Table 7. The best forecasting methods for comparing product error function
Prod. RMSE MAPE TS
raoe o W. Mov. Average 4 opt MAPE -
A W. Mov. Average 3 opt RMSE W. Mov. Average 6 opt MAPE W. Mov. Average 6 opt MAPE
B, W. Mov. Average 6 opt RMSE Holt’s method (ctop. Pop) MAPE W. Mov. Average 2 opt RMSE
B, W. Mov. Average 3 opt RMSE Winter's me]l\}/}(;dp{]?“p.. Bop: Yon) Last period estimation
B; W. Mov. Average 6 opt RMSE W. Mov. Average 4 opt MAPE Last period estimation
B, W. Mov. Average 3 opt RMSE Holt’s method (ugp. Pop) MAPE Moving average 2
Winter’s method (ctopi. Popte Yopr) Winter’s method (a. B. v)
Bs W. Mov. Average 6 opt RMSE MAPE = (0.01: 0.01: 0.9)
B W. Mov. Average 6 opt RMSE Holt’s method (0. Bop) MAPE W. Mov. Average 6 opt RMSE
C W. Mov. Average 6 opt RMSE W. Mov. Average 6 opt MAPE Last period estimation
D W. Mov. Average 6 opt RMSE W. Mov. Average 4 opt MAPE W. Mov. Average 2 opt MAPE
E W. Mov. Average 6 opt RMSE W. Mov. Average 4 opt MAPE Last period estimation
F All average Exponential smoothing o MAPE Last period estimation

Holt’s method (0. Bop) MAPE

After all, each of the mentioned forecast
methods gives good results for sales
forecasting of some products, while for the
others results are not very good.

Table 7 presents the aggregate results of
simulation for different products and
different error functions. The following
forecasting methods, which compare each
other, gave the best results in terms of
minimum error functions:

- Three months weighted moving
average optimized for RMSE (products: A,
B,, B,); Six months weighted moving

average optimized for RMSE (products: B,

B;, Bs, Sum of B, C, D, E); All average for
RMSE (product F);

- Four months weighted moving
average optimized for MAPE (products: A,
B;, D, E); Six months weighted moving

average optimized for MAPE (products: A,
C); Holt’s method, oy, B, for MAPE
(products: B,, B,, Sum of B, F); Winter’s
method, 0, Bopis Yope for MAPE, (products:
B;, Bs); Exponential smoothing o, for
MAPE, (product: F);

- The same analysis was done for
tracking signal (TS), as shown in Table 7.
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Each forecasting method is intended for a
specific forecasting case and is under a
strong influence of criteria function chosen
by a decision maker, i.e. manager. However,
if a manager does not have enough
experience, he/she can “play” through the
focus forecasting system with a group of
forecasting methods and a group of
forecasting accuracy indicators and functions
to come to a better decision.

5. CONCLUSION

The paper presents the research of a real
forecasting sales problem in a FMCG supply
chain. The aim was not to explore whether
one sales forecasting method is better that
the other, but to present the focus forecasting
methodology and describe the possibility of
managers’ decision support in forecasting
sales.

We analysed a real business practice
problem of forecasting sales of two different
types of products, using the following sales
forecasting methods: Last period estimation,
all average, moving average, weighted
moving average, exponential smoothing,
Holt's model and Winter’s model. The
evaluation of forecasting success was done
by the following forecasting error indicators:
RMSE, MAPE and TS.

Obtained results in focus forecasting
analysis have showed that there is not one
sales forecasting method which gave the best
results of forecasting (i.e. smallest
forecasting error) for all observed products.
Different methods give different results that
depend on the past sales of products and the
way managers observe the forecasting
accuracy. So, it is necessary that forecasting
techniques are being monitored and

evaluated continuously. Now days, it is
possible by using modern information
systems like business intelligence and
business analytics systems. This case study
also indicates the need for it.

The limitation of this paper is reflected in
using specific type of FMCG supply chain,
where one exclusive distributor control the
whole supply chain and collect the
information about retail sales. That case is
much easier for implementing successful
forecasting system in supply chain system
than in systems with lot of distributors.
Limitation of this paper and presented focus
forecasting system is also reflected in the
following: We use short range of FMCG
(two type cereals for breakfast and cereals
bars), who may had specific characteristics
that influences sales in compared maybe
some to another type of FMCG. We didn’t
use information about phases of product life
cycle, which can have an impact on moving
sales of one product. The sales of products
that are being forecasted in this analysis are
the basic ones without any assumptions of
marketing activity influences that may have
induced strong and rapid sales fluctuations in
supply chain.

The implications of this research should
point out to new possibilities for upgrading
enterprise forecasting systems, especially in
enterprises that are in a supply chain with
FMCQG. Further research on this topic can
include more time-series forecasting
methods and methods that are in a group of
associative methods. The overall purpose is a
continuous improvement of enterprise
performances.
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List of abbreviations:

FMCG - Fast moving consumer goods;

SCM - Supply Chain Management;

FIT — exponential smoothing forecast that includes trends in period t;

FITS; - exponential smoothing forecast that includes trend and seasonality in period t;
MAD - Mean Absolute Deviation;

MAPE - Mean Absolute Percentage Error;

MSE - Mean Squared Error;

RMSE - Root Mean Square Error;

TS - Tracking Signal;

CFE - Cumulated Forecast Error;

Products A to E — five different types of breakfast cereals

Product B; to Bs - five different variants of breakfast cereals taste (for example:
chocolates, almonds, honey...);

2B — sales sum of all five variants of product B, to Bs

Product F - cereal bar snacks.
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P®OKYCHO INPEJABUBAIBLE Y JIAHIIY CHABJIEBAIbA:
CTYANJA CJOYYAJA KOMITAHUJE CA POBOM HINPOKE
IHOTPOUIILE Y CPBUIN

3opan Pakunhesuh, Mupko ByjomeBuh

H3Bog

OBaj pan mpencraB/ba NpUMEHY (OKYCHOr TpelBulama y JIaHIly CHa0JeBama po0e IIHUPOKe
norpommke. @okycHO mpensuhame je TeCTUpAHO HAa CTBAPHOM MNpUMEpPY M3 TOCIOBamba jeJHOT
npeny3eha y Cpouju. [lonau koju cy kopuinheHu y CUMYJaliji OTHOCE C€ Ha UCTOPH]CKE MOaTKe
0 TIPOZIajH JIBE IpyIie pode MUPOKE TOTPOLIHE Ca HEKOJIMKO Pa3IuuuTHX mpou3Boaa. [loganu o oBum
MPOU3BOJMMA CY TIPUKYIUbEHH M CYMHPAHHU KPO3 YNTAB AUCTPUOYTHBHH KaHa Ha Tpxkumty CpOuje
y nepuoay ox janyapa 2012. no neuem6pa 2013. rogune. Ha momarma o npojaju je NpuMemneHO
HEKOJIMKO TMO3HATHX METOJIa 3a peBuljambe BpeMEHCKUX cepHja, KopulllhemeM MpucTyna (pOKyCHOT
npeasubhama. [Ipuctyn doxycHor npensuhama kKoMOWHYje pa3lUuuTe METOje NpeaBubhama Ha
BPEMEHCKO] CEpHjU IMojaraka y LWJby IPOHAJaKeHha METOAC Koja je Ouia HajupeuusHuja y
npeaBuhamy MPOTEKIMX Meprojaa, 3a npensuhame y Oynyhem nepuony. Taunoct npeasubama je
neduHucana moMohy HEKOJIMKO MHIUKATOPa KOjUMa Ce Mepe Ipellke npensuhama. Y oBOM pasy, y3
nomoh “Microsoft Excel-a”, ummiementupane cy cienehe merome mnpensubama mpomaje:
npeasubame 1Mo MOCIEABEM MEPUOY TpoAaje, MPOCEK MPoJaje U3 CBUX MPETXOJHUX BPEMEHCKUX
Meprosia, MOKPETHU IMPOCEK, CKCIIOHCHIMjaIHO H3paBHAKE Ca KOHCTAHTHUM M BapujaOWITHUM
napamMeTpoM ¢, EKCIIOHEHLHjallHO H3paBHAkE Ca YKJbYUYEHUM TPECHIIOM, EKCIIOHEHLHUjaJIHO
M3paBHAKE Ca YKIJbYYCHUM TPEHIOM U ce30oHamHomuihy. OCHOBHA CBpXa y pajy HUje Ouia eBayalimja
pa3nuuYMTUX MeToja mpenBulama, Beh mpuka3 mpakTuuHe mpuMeHe (OKYCHOT TpenBulama Ha
peaTHOM TOCIOBHOM MPUMEDY.

Kwyune peuu: hoxycHo npensuhame, MOKPETHH NMPOCEK, SKCIIOHSHIIM]alTHO u3paBHame, “‘Holt“-oB
Mmozen, “Winter“-oB Mojie, po0a IMIMPOKE MOTPOIIEHE
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